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Agenda

ÁSetting the stage ïIntroduction 

ÁNon-Stop Forwarding & Graceful Restart  (NSF/GR)

ÁNon-Stop Routing (NSR)

ÁDeployment Considerations and Scenarios
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Introduction ïHigh Availability
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Availability Definitions

ÁThe probability that an item (or network, etc.) is operational, and 
functional as needed, at any point in time

ÁOr, the expected or measured fraction of time the defined service, 
device or area is operational; annual uptime is the amount (in 
days, hrs., min., etc.) the item is operational in a year

Network Provider

Shared Network
Server 

Network

User

Network

Availability
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Availability Definitions

Network Availability

ÁThere is a working network 
path between source and 
destination (generally bi-
directionally)

ÁGenerally involves only the 
Network Layer  (OSI Layer 3)

Service Availability

ÁThe offered service performs 
according to the stated SLAs
(packet loss, delay, jitter, 
response time, etc.)

ÁInvolves all layers

Network vs. Service Availability

Our focus is on Network Availability today
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What Is High Availability?

DPM = Defects per Million (Hours of Running Time)

Availability Downtime Per Year (24x365)
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Most common causes of downtime

Telco/ISP

35%Human error

31%

Power 

failure

14%

Hardware 

failure

12%

Other 8%

Common causes of Enterprise Network Downtime **

Embedded Management

Best Practices

System and Network

Level Resiliency

Mitigating the Exposure:
Targeting Downtime

Operational 

Process

40% Network

20%

Software

Application

40%
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What is Routing High Availability?

Routing HA

ÁSet of technologies & features 
to enable traffic to continue to 
flow through a device during 
a fault

ÁRouting HA maintains the 
logical network topology while 
the faulty device recovers

ÁRouting HA helps to address 
failures within the control 
plane of a routing device

ÁRouting HA increases the 
resiliency of a single system 
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What is Routing Fast Convergence?

Routing FC

ÁSet of technologies & features 
to enable traffic to continue to 
flow around a device during a 
fault

ÁRouting FC adapts the logical 
network topology to avoid the 
faulty component

ÁRouting FC targets to address 
any component failure within 
a routing device

ÁRouting FC increases the 
resiliency of the network 
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What is Routing Fast Convergence?

Routing FC

ÁSet of technologies & features 
to enable traffic to continue to 
flow around a device during a 
fault

ÁRouting FC adapts the logical 
network topology to avoid the 
faulty component

ÁRouting FC targets to address 
any component failure within 
a routing device

ÁRouting FC increases the 
resiliency of the network 
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Routing Convergence vs. Routing HA

Routing FC

ÁSet of technologies & features 
to enable traffic to continue to 
flow around a device during a 
fault

ÁRouting FC adapts the logical 
network topology to avoid the 
faulty component

ÁRouting FC targets to address 
any component failure within 
a routing device

ÁRouting FC increases the 
resiliency of the network 

Routing HA

ÁSet of technologies & features 
to enable traffic to continue to 
flow through a device during 
a fault

ÁRouting HA maintains the 
logical network topology while 
the faulty device recovers

ÁRouting HA helps to address 
failures within the control 
plane of a routing device

ÁRouting HA increases the 
resiliency of a single system 
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Main Routing HA Applications

ÁRoute Processor failure

ÁRouting Process failure 
(modular OS)

ÁChassis Failure

Cat6k-VSS
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Routing HA to help Planned Downtime

ÁRouting HA technologies can assist minimizing 
customer impact during planned maintenance

Controlled RP failover, for example to swap hardware, or to 
upgrade memory on RPs

Routing Protocol patches (IOS-XR)

Clearing BGP Sessions (IOS-XR)

ÁHA technologies pre-requisite for In-Service 
Software Upgrade
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Non-Stop-Forwarding (NSF)
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Behaviour without NSF

ÁRouter A loses its control 
plane for some period of time

ÁIt will take some time for 
Router B to recognize this 
failure, and react to it

Control Data A

Control Data B
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Behaviour without NSF

ÁDuring the time that A has 
failed, and B has not detected 
the failure, B will continue 
forwarding traffic through A

ÁOnce the control plane resets, 
the data plane will reset as 
well, and this traffic will be 
dropped

ÁNSF reduces or eliminates the 
traffic dropped while Aôs 
control plane is down

Control Data A

Reset

Control Data B
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Prerequisite 1: Separated Forwarding Plane

CPU

IOS

interfacesinterfaces

Route DRAM

Packet DRAMASICNP (Network 

Processor)

Interconnect

Control Packet

Data Packet

Data Packet

Control Plane 
- RIB (Routing 

Information Base)

- aka. routing table

Data Plane 
- FIB (Forwarding 

Information Base)

ÁConcept of separated control- and forwarding plane 
essential for routing HA

ÁRouting HA maintains the forwarding plane while the control 
plane restarts/recovers
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Prerequisite 1: Separated Forwarding Plane

Control 

Plane 

Engine0 ð622M

IOS

buff. SPA

SPA

Q

NP

buff.

Engine5 ð10G

NP

Q
buff.IOS

IOS

Engine3ð3G

Q

F

buff.

F

Q
buff.IOS

Engine6 ð20G

RP (active) RP (standby)

NP

buff.

NP

Q
buff.

Q

CPU

IOS

CPU

IOS

Data

Plane 

Distributed router architectures have this natively

Forwarding information base (FIB) located on Linecards

Cisco 12000
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Prerequisite 1: Separated Forwarding Plane

IOS IOS

F

IOS IOS

Sup720 (standby)

F

buff.

buff.

buff.

buff.

IOS

F

4, 6, 9, or 13 Linecard/Sup slots

buff.

buff.

SP RP

SP RP

buff.

buff.

buff.

buff.

F

IOS

buff.

buff.

buff.

buff.

buff.

buff.

20G

F

IOS

Catalyst 6500

Cat6500 also has it, despite FIB and Switching Matrix located 
physically on RP

FIB is synced between active and standby
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Prerequisite 2: Stateful Switch Over (SSO)

ÁAny routing HA requires one important mechanism:
The link and its line protocol need to stay up

If not, all neighbours would re-route across the restarting 
node

ÁCan be trivial: Keep the linecard up and laser on, 
for example for POS/HDLC

ÁKeeping physical link active is easy with Ethernet 
as well, but need to sync ARP/v6ND/adjacency 
information

ÁCan be complex: PPP, ATM or FrameRelay require 
state to be maintained when failing over the control-
plane, sync needed as well
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GR/NSF Fundamentals

ÁIf A is NSF capable, the control 
plane will not reset the data 
plane when it restart

ÁInstead, the forwarding 
information in the data plane is 
marked as stale

ÁAny traffic B sends to A will still 
be switched based on the last 
known forwarding information

ÁThis is the Non-Stop 
Forwarding behaviour

Control Data A

No reset

Control Data B

Mark forwarding

information as stale
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GR/NSF Fundamentals

ÁWhile Aôs control plane is 
down, the routing protocol hold 
timer on B  counts down....

ÁA has to come back up and 
signal B before Bôs hold timer 
expires, or B will route around 
it

ÁWhen A comes back up, it 
signals B that it is still 
forwarding traffic, and would 
like to resync

ÁThis is the first step in 
Graceful Restart (GR)

Hold Timer: 1514131211109876

Control Data A

Control Data B
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GR/NSF Fundamentals

ÁThe second GR phase deals 
with neighbors updating the 
restarting routerôs routing table

ÁThis involves new protocol 
mechanisms

Control Data

Control Data
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GR/NSF Fundamentals ïSummary 

ÁKey Components of NSF on the restarting 
router

Keeping interfaces/linecards up

Maintaining Forwarding State in the data plane

Synchronizing routing information post failover

ÁOn the neighbouring router(s)

Maintain routes while neighbour restarts

Help restarting node synchronizing its routing table

ÁGR/NSF implementation in various protocols 
generally differ in the way synchronization 
works

NSF/GR 

capable

NSF/GR 

aware
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EIGRP GR/NSF Fundamentals

ÁThe signal in EIGRP is an 
update with the initialization
and restart (RS) bits set.

ÁA sends its hellos with the 
restart bit set until GR is 
complete.

ÁB transmits the routing 
information it knows to A.

ÁWhen B is finished sending 
information, it sends a special 
end of table signal so A knows 
the table is complete
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Control Data

EIGRP GR/NSF Fundamentals

ÁWhen A receives this end of 
table marker, it recalculates its 
topology table, and updates 
the local routing table

ÁWhen the local routing table is 
completely updated, EIGRP
notifies CEF

ÁCEF then updates the 
forwarding tables, and 
removes all information 
marked as stale

A

BControl Data
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EIGRP GR/NSF ïConfiguration 

ÁUse the nsf command under 
the router eigrp configuration 
mode to enable graceful 
restart

no configuration required on 
helper node

ÁShow ip protocols can be 
used to verify graceful restart 
is operational

ÁCurrently only supported for 
IPv4

A

B

router eigrp 100

nsf

....

A#show ip protocols

Routing Protocol is " eigrp 100ñ

....

Redistributing: eigrp 100

EIGRP NSF- aware route hold timer is 240s

EIGRP NSF enabled

NSF signal timer is 20s

NSF converge timer is  

....

http://www.cisco.com/en/US/tech/tk365/technologies_white_paper0900aecd8023df74.shtml

http://www.cisco.com/en/US/products/sw/iosswrel/ps1839/products_feature_guide09186a0080160010.html

Restarting Node

Helper Node

http://www.cisco.com/en/US/partner/tech/tk365/technologies_white_paper0900aecd8023df74.shtml
http://www.cisco.com/en/US/products/sw/iosswrel/ps1839/products_feature_guide09186a0080160010.html
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OSPF NSF Implementations

ÁThere are two mechanisms: Cisco- and IETF
(RFC3623) Style

ñciscoò-Style is also defined as in informational RFC4811 & 
RFC4812

ÁApproaches differ in the ways ...  

é the restart process is signalled

é the restarting node synchronizes the LSA database

é deciding when to abort the GR process
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OSPF NSF ïCisco Style

ÁOSPF uses an extension to 
the hello packets called link 
local signaling

ÁThe first hello A sends to B 
has an empty neighbor list; 
this tells B that something is 
wrong with the neighbor 
relationship

ÁA sets the restart bit in its 
hello, which tells B that A is 
still forwarding traffic, and 
would like to resynchronize its 
database

A
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Control Data
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OSPF NSF ïCisco Style

ÁB moves A into the exchange 
state, and uses out of band 
signaling (OOB) to 
resynchronize their databases

ÁThis process is the same as 
initial database 
synchronization, but it uses 
different packet types
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Control Data

OSPF NSF ïCisco Style

ÁWhen A and B have 
resynchronized their 
databases, they place each 
other in full state, and run SPF

ÁAfter running SPF, the local 
routing table is  updated, and 
OSPF notifies CEF

ÁCEF then updates the 
forwarding tables, and 
removes all information 
marked as stale

A

BControl Data
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OSPF NSF CISCO ïConfiguration

A

B

router ospf 1

nsf cisco

é

router ospf 1

é

Restarting Node

Helper Node

B#show ip ospf int

GigabitEthernet0 /0 is up, line protocol is up 

é

Supports Link - local Signaling ( LLS)

Cisco NSF helper support enabled

IETF NSF helper support enabled

A#show ip ospf

é

Non- Stop Forwarding enabled

IETF NSF helper support enabled

Cisco NSF helper support enabled

A#show ip ospf neighbor det

Neighbor 10.0.0.3, interface address 10.0.2.34

In the area 0 via interface GigabitEthernet4 /1

Neighbor priority is 1, State is FULL, 6 state changes

DR is 10.0.2.34 BDR is 10.0.2.33

Options is 0x12 in Hello (E - bit, L - bit)

Options is 0x52 in DBD (E - bit, L - bit, O - bit)

LLS Options is 0x1 ( LR)
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OSPF NSF ïIETF Style

ÁOSPF IETF NSF uses a new 
LSA type to signal GR

ÁA will send out a GRACE-LSA 
to inform its neighbour(s) that 
it is undergoing a graceful 
restart

A
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Control Data

Control Data
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OSPF NSF ïIETF Style

ÁB moves A into the exchange 
state, and uses the ñregularò 
mechanism to resynchronize 
their databases  

ÁThis process is the same as 
initial database 
synchronization 
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Control Data

OSPF NSF ïIETF Style

ÁWhen A and B have 
resynchronized their 
databases, they place each 
other in full state, and run SPF

ÁAfter running SPF, the local 
routing table is  updated, and 
OSPF notifies CEF

ÁCEF then updates the 
forwarding tables, and 
removes all information 
marked as stale

(all of the above is identical to 
OSPF NSF style)

A

BControl Data
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OSPF NSF ïIETF in Operation

A

B

Restarting Node

Helper Node

A# redundancy force - switchover 

This will reload the active unit and force switchover to standby[confirm]y

Preparing for switchover..

#B

*Dec 15 10:13:40.374: OSPF: IETF NSF Received grace - LSA from 10.0.0.2 on GigabitEthernet4 /1

*Dec 15 10:13:40.374: OSPF: IETF NSF Validate grace - LSA from nbr 10.0.0.2 on GigabitEthernet4 /1

*Dec 15 10:13:40.374: OSPF: IETF NSF Process grace - LSA from nbr 10.0.0.2 on GigabitEthernet4 /1, 

age 1, grace period 120, graceful restart reason: Switch to redundant control processor, 

graceful ip address 10.0.2.33

*Dec 15 10:13:40.374: OSPF: IETF NSF helper interface count: 1 (area 0), GigabitEthernet4 /1

*Dec 15 10:13:40.374: OSPF: IETF NSF Enter graceful restart helper mode for 10.0.0.2 on 

GigabitEthernet4 /1 for 119 seconds (requested 120 sec)

*Dec 15 10:14:04.266: OSPF: IETF NSF GR- resync FROM Nbr 10.0.0.2 10.0.2.33 GigabitEthernet4 /1

*Dec 15 10:14:04.266: OSPF: IETF NSF Starting graceful - resync with 10.0.0.2 address 10.0.2.33 on 

GigabitEthernet4 /1

*Dec 15 10:14:04.266: %OSPF - 5- ADJCHG: Process 1, Nbr 10.0.0.2 on GigabitEthernet4 /1 from LOADING 

to FULL, Loading Done
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OSPF IETF/RFC3623 vs. Cisco

ÁMain practical difference is in criteria for aborting the GR 
process

ÁRFC3623 aborts the process when

it detects a neighbour which is not OSPF-GR aware, or

if a topology change occurs during the LSDB synchronization

ÁCisco NSF continues the process, accepting the caveat 
of transient routing asymmetry

ñnsfcisco enforce globalò can be used to abort NSF when 
non-GR-aware neighbors are found

ÁI feel the ñnsfciscoò being more flexible, at the expense 
of being proprietary

ÁYou need to settle on one mode, however any Cisco box 
supporting both modes can help a neighbour configured 
with any of the two while the neighbour restarts
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ISIS NSF Implementations

ÁFor ISIS, there are also two approaches: ñnsfciscoò 
and ñnsf ietfò

ÁUnlike OSPF, approaches differ more 
fundamentally:

IETF/RFC3847 works more like a traditional GR/NSF 
protocol

ñciscoò-style ISIS NSF does not require any protocol 
extensions or neighbour awareness
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IS-IS GR/NSF Fundamentals (IETF)

ÁIS-IS adds a new TLV to the 
hello packet, the restart option. 
The restart option TLV
contains a Restart Request 
(RR) bit and a Restart 
Acknowledgement (RA) bit

ÁRestart option TLV needs to 
be sent in all hellos (IIH).

ÁWhen A restarts, it transmits 
its hellos with an empty 
neighbor list, and the RR bit 
set

ÁB transmits hellos to A with the 
RA bit set
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IS-IS GR/NSF Fundamentals (IETF)

ÁB then clears the flags which 
indicate routing data that 
needs to be transmitted to A 
(the SRM flags)

ÁA and B then use IS-ISô normal 
synchronization process using 
complete sequence number 
packets (CSNPs) to describe 
their databases, and 
exchanging link state packets 
(LSPs)
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Control Data

IS-IS GR/NSF Fundamentals (IETF)

ÁWhen A and B have 
resynchronized their 
databases, they run SPF

ÁAfter running SPF, the local 
routing table is  updated, and 
IS-IS notifies CEF

ÁCEF then updates the 
forwarding tables, and 
removes all information 
marked as stale

A

BControl Data
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IS-IS GR/NSF IETFïConfiguration 

ÁUse the nsf ietf command 

under the router isis configuration 
mode to enable graceful restart

ÁNo configuration required on helper 
node (enabled by default)

Áshow isis nsf can be used to 

verify graceful restart is operational

Áshow clns neigh detail 

shows neighbor support of ISIS GR

A

B

router isis

nsf ietf

....

A#show isis nsf

NSF is ENABLED, mode óietf '

é

A#show clns neighbor detail

System Id      Interface   SNPA State  
neighborxx Gi7 /1       0005.0096.a819 Up Area 
é

NSF capable

Restarting Node

Helper Node
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IS-IS GR/NSF Fundamentals (Cisco-Style)

ÁIS-IS Cisco-Style works 
without any GR protocol 
extensions

ÁIS-IS constantly syncs the 
neighbour adjacency state as 
well as LSP header 
checkpoints on the standby

ÁOnce A restarts, it requests the 
full LSPs from its neighbors, 
using a CSNP (Complete 
Sequence Number Packet) 
packet

ÁNeighbour follows regular IS-
IS mechanisms and floods its 
complete LSP database

A

B
C
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P
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Control Data

Control Data



© 2010 Cisco and/or its affiliates. All rights reserved. Cisco ConfidentialBRKIPM-2001 49

Control Data

Control Data

IS-IS GR/NSF Fundamentals (Cisco)

ÁWhen A has resynchronized its 
database, A runs SPF

ÁAfter running SPF, the local 
routing table is  updated, and 
IS-IS notifies CEF

ÁCEF then updates the 
forwarding tables, and 
removes all information 
marked as stale

A

B
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IS-IS GR/NSF Cisco ïConfiguration 

ÁUse the nsf cisco command 

under the router isis configuration 
mode to enable graceful restart

ÁNo configuration required on 
helper node

A

B

router isis

nsf cisco

....

A#show isis nsf

NSF is ENABLED, mode ócisco'

é

Restarting Node

Helper Node
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IS-IS IETF/RFC3847 vs. Cisco

ÁWith ñnsfciscoò requiring no 
protocol extensions to 
synchronize the LSDB, 
deploying it is much easier

ÁCisco nodes configured with 
ñnsfciscoò will also signal 
support for neighbours using 
IETF-style GR

A

B

router isis

nsf cisco

....

B#show clns neighbor detail

System Id      Interface   SNPA
neighborxx Gi4 /3       0005.00fe.3444 é

NSF capable

router isis

nsf ietf

....
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BGP GR/NSF Fundamentals

ÁGraceful restart capability is 
negotiated when session comes 
up. If both peers state they are 
capable of GR, itôs enabled on the 
peering session, on a per-
address-family (ipv4, ipv6, vpnv4, 
etc.) basis

ÁWhen A restarts, it opens a new 
TCP session to B, using the same 
router ID

ÁB interprets this as a restart, and 
closes the old TCP session

B also considers TCP session going 
down as a signal for A restarting

ÁWhile A restarts, B marks all paths 
received from A as ñstaleò

A
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Restart; close 

old session

r3#show ip bgp 10.20.0.0

BGP routing table entry for 10.20.0.0/16, version 47

Paths: (1 available, best #1, table Default - IP - Routing

Flag: 0x820

Not advertised to any peer

Local, (stale)

10.0.0.2 (metric 21) from 10.0.0.1 (0.0.0.0)

Origin IGP, metric 0, localpref 100, valid, internal, best

Control Data

Control Data
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BGP GR/NSF Fundamentals

ÁB transmits updates containing 
its BGP table (itôs local RIB 
out)

ÁA goes into read only mode, 
and does not run the bestpath
calculations until its B has 
finished sending updates

ÁWhen B has finished sending 
updates, it sends an end of 
RIB marker, which is an 
update with an empty 
withdrawn NLRI TLV

A

B
U

p
d

a
te

s

E
n

d
 o

f 
R

IB
 M

a
rk

e
r

Read only 

mode

Control Data

Control Data


