lq"llllll

CIsCO

LET’S
BUILD
TOMORROW
TODAY



Cisco ((l/f'/

Troubleshooting Cisco
Catalyst 4500 Series
Switches

Subhash Ramanathan 1 Escalation Engineer, Enterprise
Campus Switching Group
BRKCRS-3142



Session Goals

At the end of this session, you should be able to:

A Understand system resources and monitor their usage
A ldentify all areas of packet loss

A Trace hardware packet path

A Make use of newer tools

This content is based on questions we see in the field. Feedback is welcome!
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Products Overview

48 Gbps per slot

A+E Chassis support 12.2(53)SG4
onward

ASup8E, Sup7E, Sup7L-E, 47xx line card
A4507R+E, 4510R+E, 4503-E, 4506-E

4507R+E 4510R+E 4506-E

See the appendix for supervisor, line card, and chassis product and compatibility details.
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Products Overview

A Intelligent Supervisors
Supervisor Engine 8-E, 7-E, 7L-E, 6-E, 6L-E

A Transparent Line Cards
Wire-rate, oversubscribed, POE
10/100, 10/100/1000, GE, 10GE
Various physical media front panel ports
Dedicated per-slot bandwidth to supervisor

A Switching ASICs
Packet Processor
Forwarding Engine
A Specialized Hardware

TCAM!s for ACLs, QoS, L3 forwarding
NetFlow? (NFE) for statistics gathering

1. Ternary Content Addressable Memory

. {'W/ 2. Integrated on Supervisor 7E, 7L-E, Sup8E
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Troubleshooting Method

A General Recommendations

A Design with intent
I ideally, create a deterministic network
I engineers T not traffic T should control the network

ABaseline, monitor against baseline, alarm and/or adjust
I problems are solved faster when knowns can be eliminated

A Characterize issues quickly with a plan
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Troubleshooting Method

Method

1. Define Problem

2. Gather Facts

3. Consider Possibilities

4. Create Action Plan

Documentation

5. Execute Action Plan

6. Observe Results

Cisco {l.l/f/

Symptoms? System Messages? User
Input?
When? Frequency? Impact? Scope?

ANeed to have a good understanding about
how the system looks like when it is
healthy

Want to learn more? Check out CCNP Practical Studies: Troubleshooting by Donna Harrington.

CCNP TSHOOT 642-832 Official Certification Guide by Kevin Wallace.



Troubleshooting Method
Method

Category

Possible Cause

1. Define Problem Config/Design Mis-configuration

Reaching Capacity
2. Gather Facts

8 Traffic DOS Attack
% Traffic Pattern Change
fd
c
) Bad peer/server
= . L
8 4. Create Action Plan Software Issue Software Limitation
o
I . Bug
5. Execute Action Plan Hardware Issue Hardware Limitation

Failed Hardware

6. Observe Results

Cisco (fo/

Transient Hardware Issue




Troubleshooting Method
Method

1. Define Problem

2. Gather Facts

3. Consider Possibilities

4. Create Action Plan —> \What needs to be done to isolate each
potential root cause?

5 =l i see > Make a change, measure results,
rollback change if problem persists

6. Observe Results — Problem solved? If not, continue
action plan

Documentation

BRKCRS-3142 © 2015 Cisco and/or its affiliates. All rights reserved. Cisco Public 12
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Troubleshooting Method

Caution

debug and show platform commands to follow

Excessive debug output to console may disable switch

show platform commands are intended for in-depth troubleshooting
Use debug and show platform commands only when advised by TAC

show platform CLIs are not officially supported IOS commands
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Shared Packet

Memory

System Resources
CPU

: . Packet Forwarding
A Linux based Operating System 10S-XE Processor Engine
A Runs 10S tasks Supervisor

Line Card

A Runs 4500 platform-specific jobs Stub ASICs

A Sends/Receives control traffic

A Software-s wi t ches packet s t-hwatch c g

A Elevated CPU == in-use CPU, does not impact data plane
_Cat1)t4500
obsS

cisco {'Ve’ BRKCRS-3142 © 2015 Cisco and/or its affiliates. All rights reserved. Cisco Public 16




Troubleshooting CPU: show process cpu

CPU higher than 10S
baseline

High CPU in I0S process or
Cat4k process?

lIOS-XE N

sh proc cpu detail
process iosd

l/ Yes

High iosd use on IOS-XE?

No

Troubleshoot features related
to the process / open TAC SR

oS cat4dk
y

Reference Document ID: 65591 on
http://www.cisco.com for more
details

show platform health

show platform cpu packet stat

!

/
Yes

!

High CPU traffic driven?
(K5CpuMan Review)

Can the traffic be identified?

lNo
7

needed

No

\

monitor session 1 source cpu

OR
Stop / alter traffic source, debug platform packet all buffer
open TAC SR if more detail show platform cpu packet buffer



http://www.cisco.com/

‘'roubleshooting CPU: Narrowing Down Process

Quad Core
Switch #show

roc cpu sort

I . . , T . Identify which process
Core 0: CPV/ utilization for five seconds: 9%; one minute: 8%, five minutes: 8% running high

Core 1: C utilization for five seconds: 5%; one minute: 8%; five minutes: 8%

Core 2: CPU utilization for five seconds: 8%; one minute: 5%; five minutes: 5%
Core 3: CPU utilization for five seconds: 5%; one minute: 5%; five minutes: 5 %

PID Runtime( ms) Invoked uSecs 5Sec 1Min  5Min  TTY Process

6989 3788661 13695505309 7.21 6.73 6.73 O iosd

6984 677640 113545995 0.06 0.06 0.06 O wcm

6936 211124 554564 380 0.02 0.02 0.02 O cpumemd

6936 211124 554564 380 0.02 0.02 002 O cpumemd
11879 56609 555338 101 0.02 0.01 0.01 O wnweb_paster.py

IOS-XE processes

Cisco (l.l/f/



‘'roubleshooting CPU: Narrowing Down Process

switch#  show proc cpu detail process iosd sort

Switch#show process cpu detailed process iosd sorted

Core 0: CPU utilization for five seconds: 9%; one minute: 8%:; five minutes: 8%
Core 1: CPU utilization for five seconds: 10%; one minute: 8%; five minutes: 8%
Core 2: CPU utilization for five seconds: 7%; one minute: 5%; five minutes: 5%
Core 3: CPU utilization for five seconds: 6%; one minute: 5%; five minutes: 6%

PID TC TID Runtime( ms) Invoked uSecs 5Sec 1Min 5Min  TTY Process
(%) (%) (%)
6989 L 3884781 1372616309 4.15 6.64 682 0 iosd
6989 L1 6989 2797345 70181020 6.76 6.57 6.76 O iosd
6989 L O 10677 1065764 66697690 0.04 0.08 005 O iosd.fastpath
6989 L1 10678 19185 119427 0 0.00 0.01 0.01 0O CMIlThread
6989 L 0O 10679 3288 261952 0 0.00 0.00 000 O iosd.monitor
6989 L 3 10680 86 4203 0 0.00 0.00 0.00 34816 iosd.aux
123 | 3816054 23880330 7.66 799 899 O Cat4dk Mgmt LoPri
122 | 2256302 43465900 6.88 599 588 O Cat4dk / Mgmt HiPri
Catalyst-4k Specific —
Management Tasks

Cisco (l.l/f/



Troubleshooting CPU: Packet-Driven CPU

K5CpuMan Over Target

switch#  show platform health
e

Priority Average %CPU Total
Target Actual Targ Fg Bg 5Sec Min Hour CPU
K5CpuMan Review 30.00 70.81] 30 1277100 500 91 66 9 19:17

<

Switch# show platform cpu packet statistics Recent flood of packets with IP Options
S (not HW routable)

é
Packets Dropped by Packet Queue

Queue Total 5 sec avg vg 5 min avg 1 hour avg

Ip Option 10715071 118803 71866 15919 0

<

(config)# monitor  session 1 source cpu rx
(config)# monitor  session 1 destination interface Gil/48

\ If port is available, get a full capture from CPU

Cisco (l.l/f/



‘roubleshooting CPU: SPAN not available?

Switch#  show platform cpu packet buffered
Total Received Packets Buffered: 1024

A This debug does not require significant CPU overhead

an

switch# | debug platform packet all buffer ABe sure to use fbuffero
platform

Index O:
3 days 23:23:18:54927 - RxVlan: 1006, RxPort: Gil/1
Priority: Normal, Tag: No Tag, Event: 11 (Flags: 0x40, Size: 64
Eth: Src 00:00:0B:00:00:00 Dst 00:22:90.EUD6FF Type/Len 00
src: 10.10.10.100 dst: 172.16.100.100 haslpOptions firstFragment lagtFr t

Remaining data:

0: Ox0O 0x64 0x0 0x64 0xO 0xO 0Ox0 OxO0 0x0 0xO0
10: OxO Ox0 0x50 OxO Ox0 Ox0O OxB8A 0x37 0xO 0x0
20: OxO Ox1 OxB5 0x77 Ox6A OX7E

Newer versions provide human-readable event
Decode on older versions with:
switch# show  platform software cpu events | i Code[11
CPU Event Code PE -Q
1 2 Ip Option 11 17

Cisco (fo/



Troubleshooting CPU: Common Punt Reasons

Common Cause Recommended Solution

1.CoPP supported on all legacy supervisors starting 12.2(31)SG, SUP6-E/6L-E /4900M/4948E on 12.2(50)SG , all Sup8E/7E/7L-E/4500X
2.Must be configured on all the L3 interfaces of the switch

Cisco {lve’ BRKCRS-3142 ©2015 Cisco and/or its affiliates. All rights reserved. Cisco Public 22




System Resources

Memory

A Leak vs Large Usage
A Large usage goes away when condition is no longer present
A Leak never decreases

A Establish baseline

A Collect multiple iterations over recorded interval

A Correlate increase with any known activity

Cisco (l.l/f/



‘roubleshooting Memory: Large Usage

switch#  sh authentication session | eewnt; Runn

Number of lines which match regexp = 239 300Kb not leaked, simply used

switch # sh proc mem detail proc iosd sgft | i Hold|Auth Manager
PID TTY Allocated Freed Holding /Gethufs Retbufs Pro
113 0 870624 125992 837216 0 0A anager

switch(config)# int ragil/1 48 , gi 2/1 - 48,4i3/1 - - 48
switch(config -if -range)# shut

switch(config -if -range )# int ragi7/1 - 48,3i8/1 - 48,¢i 10/1 - 48
switch(config -if -range)# shut

switch(config -if -range )# end

switch#  sh authentication session | count
Number of lines which match regexp =

switch#  sh proc mem detail proc iosd sort | i

147 0 1434488 601760 514088 th Manager

Cisco ((pr’



roubleshooting Memory

For Classic 10S, use:
A show process mem sort

A show process mem <pid>

switch# show proc mem sort

System memory : 3870600K total, 1250447K used, 2620153K free, 323704K kernel reserved
Lowest(b) :2031687704

PID Text Data Stack Heap RSS Total Process

6989 152256 943268 100 680 1338232 1435556

6984 20464 580524 88 14140 179240 721848

6985 692744 22048 92 164 50028 98096

6956 112 93740 88 5200 48484 134924

switch# show proc mem detail proc iosd sort

Processor Pool Total: 805306368 Used: 645097888 Free: 160208480

I/O Pool Total: 20971520 Used: 361576 Free: 20609944
Critical Pool Total: 4087852 Used: 40 Free: 4087812
Critical Pool Total: 106460 Used: 40 Free: 106420
PID TTY Allocated Freed Holding |Getbufs Retpuf Ss
461539184 749742680 307884712 14266252 0 Auth Manager
4 4111208 272960272 0 0 *Init*
185 0 887586464 3012 368752 0 0 CDP Protocol

iosd

wcm
mgmte_tap
cli_agent

Auth Manager holding too much

switch#  show proc mem detail proc iosd task 153
Process ID: 153

Collect process memory
breakdown for TAC

Process Name: Auth Manager

Total Memory Held: 307882352 bytes
Processor memory Holding = 307882352 bytes
pc = Ox16FCD45C, size = 291258544, count =

4441

Cisco (l.l/&’



Shared Packet
Memory

System Resources

TCAM

Packet
%C4K_HWACLMAMN ACLHWPROGERR: Input VOIP_FROM_CE_IPv6 - Processor
hardware TCAM limit, qos being disabled on relevant interface
%C4K_HWACLMAN ACLHWPROGERR: Input Security: 101 - hardware
TCAM limit, some packet processing will be software switched

C4K_HWACLMAM- ACLHWPROGERRREASON: Input(75/Normal, 1/Normal)
Invalid Acl - based Feature - hardware TCAM policers exceeded

Forwarding
Engine

Supervisor

Line Card
Stub ASICs

A Check TCAM usage for ACLs, security, L3 routes, PBR, DHCP Snoop, IPSG,

WCCPv2

cisco {'Ve’ BRKCRS-3142 © 2015 Cisco and/or its affiliates. All rights reserved. Cisco Public 26



Monitoring TCAM

switch#  show platform hardware acl statistics utilization brief
Switch#show platform hardware acl  statistics utilization brief
CAM Utilization Statistics

Used Free Total

Input Security (160) 38 (1 %) 2010 (99 %) 204

Input Security (320) 34 (1 %) 2014 (99 %) 204

Input Qos (160) 15 (0 %) 2033 (140%) 2048
Input Qos (320) 8 (0 %) 2040 (10p%) 2048
Input Forwarding (160) 7 (0 %) 2041 (100%) 2048

Input Forwarding (320) 24 (1 %) 2024 (99 %) 2048

Input Unallocated (160) 0 (0 %) 53248 (100%)

switch # show platform hardware qos policer utilization

Policer utilization summary:

Direction Assigned  Used Free

Input 2048 (12.5%) 4 ( 0.1%) 2044 ( 99.8%)
Output 2048 (12.5%) 1 ( 0.0%) 2047 ( 99.9%)
Free  12288(75.0%)0 ( 0.0%) 12288(100.0%

53248

Low utilization

Cisco (l.l/f/




System Resources

Transmit Queue Memory

%C4K_HWPORTMAN TXQUEALLOCFAILED: Failed to allocate the needed queue entries for Gi6/13

A Reserved queue memory for each linecard, exceeding this eats into global pool
A When global pool exhausted, the above message appears
A Options:

A decrease queue depths on a per port basis

A combine classes under the same queue

Cisco (l.l/f/



Monitoring Queue Memory

Sup6-E/6L-E/7L-E Sup8E

Total queue memory 512K 1M
Free Reserve: global pool 100K 50K
CPU, recirc, drop queues 20K 40K
Queue entries per slot! X = 400K/ nSlots? X = 910K/nSlots
Queue entries per port on a line card y = x / nPorts3 y = x/nPorts
Queue entries per class transmit queue z = y/nTxQs* z = y/InTxQs

1. Inaredundant chassis, two supervisor slots are treated as one

2. nSlots i number of Slots

3. nPorts i number of Ports in a line card

4. nTxQs i number of transmit queues in use

Cisco {l.l/f/



Monitoring Queue Memory

CPU Subport

e

Recirc  Subport

switch# show platform software gm
Drop port Tx Queue allocations (Size: 8184, Base:

Tx Queue allocations ( To

101488
101488

Slot Size Base

0x021010
0x039C80

101488

Tx Queue allocations(

Global TX Queue reservations

talSize

TotalSize

Addr Current Unused

Addr

0x021010 101488
0x039C80 101488

Entries

=

WER))

Drop, Recirc, CPU reservations

Ox0528+6-

101488
101488
101488
101488
101488
101488

O~NO OIS WNPEFEO

0Ux06B560
0x0841D0
0x09CE40
0xOB5ABO
0x0CE720
0xOE7390

Ox668550— 10
0x06B560 101488
0x096B00 25408
0x09CE40 101488
0xOB5ABO 101488
OxOCE720 101488
OxXOE7390 101488

A 101488/ 48 = 2114 entries/port
A >2114 entries will eat into global pool

Cisco ((Vf/




Troubleshooting System Resources Commands

CLI Purpose
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Troubleshooting Packet Loss / Path
A Why is any packet sent to port(s), to CPU, or dropped?

Losing packets on the 4k without a clue why?

1. Col | slhmWwteého and |1 terations

2. Step through the platform

A incrementing counters are most useful
A Some counters are normal

A Baseline data is useful

1. ldentify counters outside of baseline, find an explanation based on counter meaning

2. ldentify unexpected platform programming, work upwards

Cisco (l.l/f/




Areas Of Investigation
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Troubleshooting Packet Loss / Path
PHY and Stub ASIC

AlLayer 1 issues

A Malformed frames/packets
A Oversubscription

A Flow-control

A Storm-control Supervisor

Line Card
Stub ASICs

Front Panel Ports

Cisco {l.l/f/



